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ABSTRACT 

Robots now a days are performing tasks, which were complex and difficult for humans, for example, 

working in nuclear power plant, in chemical industries and even in outer space. Some of these tasks are 

autonomous (obstacle avoidance etc.) and some are remotely controlled by humans. In general, a robotic 

platform with manipulator arm has several joints and is difficult to control remotely, especially in a rescue 

mission, through joystick or a computer keyboard. A natural and intuitive way to interact with a robot is 

using gestures. As leap motion controller provides a simple and effective method to accurately track the 

movement of human hands and fingers, can be used to provide intuitive control of robot. In this work, we 

show a design a robotic platform which is controlled by hand gestures being tracked by the leap motion 

controller. The left hand is used for controlling platform mobility, using gestures to provided different 

motions, for example, moving forward and moving backwards and the right hand is used for controlling 

arm for pick and place tasks. The developed robot can be used for remote monitoring of the difficult 

environment and affect changes to it via a manipulator arm. Also, it can autonomously avoid obstacles 

using Ultrasonic sensors. Overall, the designed system prototype has shown its potential capabilities for 

environment monitoring and surveillance through practical demonstrations using gestures. 
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1.0 INTRODUCTION 

Robots are now a days being used in wide areas of 

application such as for nuclear power plant inspection [1-3], 

for bomb disposal [4], even for disinfecting hospitals and 

providing meals to contiguous patients [5-8]. These robots 

can be controlled manually or automatically. In manual 

control a good level of precision is required (for bomb 

disposal operations, surgical procedures etc.) and it can be 

done through force feedback methods or using remote 

joysticks. In a search a rescue scenario or even in a scenario 

where touching a contaminated surface might affect operator 

a gesture based approach is more natural and intuitive. In this 

work our aim is to design and develop an intelligent mobile 

robot supported with a manipulator arm for search and 

rescue using gesture based control. Embodiment means 

using human  

The gesture based robot control involves different methods, 

by porting a glove on a human hand or using a camera with 

other sensor to interpret hand gestures directly. In a robot 

controlled by wearing gloves equipped with an 

accelerometer, the robot perceives the motion of human 

hands through it. Robot detects position of human hand and 

acts accordingly. [9-10] use accelerometer to control a robot, 

in [9] they used an accelerometer to control two dc motors 

in all four directions and in [10] a 3-axis accelerometer wrist 

band is used to detect hand gestures and control a robot car. 

The gestures were interpreted using Hidden Markov Models 

(HMM) technique. It was effective but needs more gestures 
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and also limited for an application to a remote search and 

rescue mission. 

There are many different ways the robot can be controlled 

directly with the gestures, using cameras, infrared cameras, 

ultrasonic sensors and a combination of all these [11-15]. In 

[11] an android based wireless system was used to control a 

robot. Basically it involved interpreting the gestures using a 

camera and an ultrasonic sensor, though it needs to be 

modified to control a robot remotely and also can have issues 

with color segmentation. Another important non-invasive 

robot control is using depth cameras and IR sensor in 

combination. In [12] Microsoft Kinect was used to detect 

human gestures for controlling a robot, Kinect is gives high 

depth data for whole body and is very effective in detecting 

hand and finger positions. [13] used Asus Xtion (similar to 

Kinect is also able to give depth information) to detect 

human hands, though it was limited as did not detect the 

static or dynamic gestures.  

In this work used leap motion controller to detect gestures 

and control both the robotic platform and robot manipulator 

arm with it, where as in [14] it was used only for controlling 

robot arm and [15] used it for virtual automation. Also, our 

work includes autonomous obstacle avoidance capability, an 

important aspect in a tele-opearted robot [16], In next section 

we discuss the methodology used. 

  

2.0  METHODOLOGY 

Leap Motion Controller, as shown in figure 1, is used as 

primary sensor to track and detect motion of both right hand 

and left hand, it also able to track he finger movements. It 

gathers data at 200 frame/sec and has a range of 2.5cm to 60 

cm, using two infra-red cameras. The main design includes 

a software component, that receives input from Leap motion 

controller, connected to a laptop or a PC, and it interprets the 

gestures and communicates to an Arduino based controller. 

The Arduino sends respective commands to robot (base or 

arm), the final design is shown in the figure 2.  

 

Figure 1: Leap Motion Controller 

 

This configuration keeps the human operator independent of 

robot workspace, as Leap Motion Controller tracking the 

hand and fingers remotely and robot operation can be 

controlled remotely.  

 

Figure 2: System Working Diagram 

The designed robot is based on two parts. First is robot base/ 

platform and second is robotic arm. The robot platform is 

moveable and its mobility is controlled by using the left hand 

gestures to provide different robot motions, for example, 

moving forward, backward and left, right. Its block diagram 

is shown in figure 3. Robotic arm is controlled using gestures 

from the right hand for pick and place tasks, its working 

shown in figure 4. The table 1.0 summarizes the gestures and 

the respective robot base or arm motions. Also, it performs 

autonomous obstacle avoidance taking input ultrasonic 

sensors and using a simple algorithm, that on detection of 

obstacles uses a predetermined strategy of evasion.   

 

Figure 3: Block diagram for Robotic platform 

Figure 4: Block diagram for Robot Arm 
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Table 1.0: Hand Positions and Gestures 

Left Hand 

Position 

Base 

Direction 

Right Hand 

Position 

Arm 

Direction 

-X -axis Left -X -axis Left 

+X -axis Right +X -axis Right 

-Z -axis Forward -Z -axis Forward 

+Z -axis Backward +Z -axis Backward 

 

The robot base is a 4-wheel chassis, as shown in figure 5, 

consists of 4 dc motors for moving; forward, backward, left 

and right. The motor speed and the direction are control by 

the L298 H-Bridge motor driver and the driver is connected 

with Arduino board. Arduino sends signal to the motor 

driver to move forward, reverse, left and right direction the 

PWM pins of the driver is used for control the speed. The 

robot arm is a a 4-DOF (degree of freedom) manipulator, as 

shown in figure 5, consisting of a base, shoulder, elbow and 

a gripper. The gripper is a Claw type to hold the object. In 

robotic arm 4 servo motors are used to move each joint 

individually. 

 

Figure 5: Robot with base and arm 

The robot base is controlled using left hand via Leap Motion 

controller, as operator moves his left hand above it, the 

detected motion is interpreted by the gesture module and 

relevant motion commands executed on the robot base 

through Arduino. Also, operator controls the robot arm using 

the right hand. As the right hand moves, it is tracked by 

controller and relevant motion for the arm are calculated 

using the inverse kinematics of manipulator in the gesture 

interpreter module using the method similar in [17]. 

Trigonometric functions are used to calculate the joint 

angels of arm and these angles are send to the servo then arm 

moves with the movement of hand. The gripper tool is 

controlled through right hand fingers. The robotic arm is 

used for pick and place task by the operator. Finally, the 

ultrasonic sensors help detect obstacles and using a simple 

evasion strategy, autonomously avoid obstacles, in case 

operator does not see the obstacles.   

3.0 RESULTS AND DISCUSSION 

The final designed system has been demonstrated to be 

working well and the developed mobile robotic platform 

with robotic arm is easily controlled using gestures via Leap 

Motion, the figure 6.0 shows the human operator controlling 

the robot arm through right hand and the figure 7.0 shows 

the raw values of hand position when hand is placed on Leap 

motion controller. The operator is able to move both the base 

and the arm in different directions and pick and place the 

objects using gestures only 

 

 

Figure 6: Operator controlling the robot arm using right hand 

 

Figure 7: The raw values of hand positions from Leap Motion Controller 
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The gesture based control provides intuitive control of the 

robot and is suitable for remote search and rescue 

operation. The operator can sit next to his laptop and 

control the robot using hand gestures only and without 

needing to touch any physical control, especially helpful if 

environment is highly contagious. Camera to monitor 

environment can be used using Raspberry PI, which is 

currently not included. Also, there is an issue of jerk in the 

motion of the robot, more visible with the arm. It can be 

smoothed using a jerk controller. 

 

4.0 CONCLUSION 

 

The envisioned system is successfully implemented on a 

prototype robotic platform with arm. The operator is able 

to control the base and using gesture via Leap Motion 

Controller. The gesture control is natural as does not 

involve nay wearable (wrist band, gloves etc.) and is more 

precise. The mobile plate form has also the autonomous 

obstacle avoidance capability. Overall, designed robot 

allows human operators to intervene successfully in the 

remote difficult environments. However, the prototype has 

some limitations about smooth arm motion without jerk, in 

future this issue will be addressed. 
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